Statistics for Epidemiology                 Nicholas P. Jewell 

Solution Set: Chapter 16
Question 16.1

Unmatched:

	
	T
	not T
	

	Case
	41
	44
	85

	Control
	33
	52
	85

	
	74
	96
	170
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Matched:

	
	Sibling
	

	
	T
	not T
	

	Hodgkin’s Patient
	T
	26
	15
	41

	
	not T
	7
	37
	44

	
	33
	52
	85




STATA:

. cci 41 44 33 52                                                               

                                                        Proportion              

                 |   Exposed   Unexposed  |     Total     Exposed               

-----------------+------------------------+----------------------               

           Cases |        41          44  |        85      0.4824               

        Controls |        33          52  |        85      0.3882               

-----------------+------------------------+----------------------               

           Total |        74          96  |       170      0.4353               

                 |                        |                                     

                 |         Pt. Est.       |  [95% Conf. Interval]               

                 |------------------------+----------------------               

      Odds ratio |          1.46832       |  .8003063    2.693844  (Cornfield)  

 Attr. frac. ex. |         .3189493       | -.2495216    .6287833  (Cornfield)  

 Attr. frac. pop |         .1538462       |                                     

                 +-----------------------------------------------               

                             chi2(1) =     1.53  Pr>chi2 = 0.2159

. mcci 26 15 7 37                                                               

                           Controls                                             

Cases            |   Exposed   Unexposed  |     Total                           

-----------------+------------------------+----------                           

         Exposed |        26          15  |        41                           

       Unexposed |         7          37  |        44                           

-----------------+------------------------+----------                           

           Total |        33          52  |        85                           

McNemar's chi2(1) =      2.91        Pr>chi2 = 0.0881                           

Proportion with factor                                                          

        Cases       .4823529                                                    

        Controls    .3882353     [95% conf. interval]                           

                   ---------     --------------------                           

        difference  .0941176     -.0239337    .212169                           

        ratio       1.242424      .9676731   1.595185                           

        rel. diff.  .1538462     -.0087764   .3164687                           

        odds ratio  2.142857      .8223957   6.212855   (exact)

The results from the unmatched analysis are “closer” to the null hypothesis.  This is typical of the bias of using an unmatched analysis on matched data.  Neither analysis shows evidence of an association between tonsillectomy and Hodgkin's disease.  Bottom line:  Using an unmatched analysis on matched data is usually the WRONG thing to do. The results are often biased/erroneous.


Question 16.2 

Each matched set represents a ‘stratum’ (all 4 individuals in a set have identical values for the matching factors).  The Mantel-Haenszel method can be used to obtain an expression for the odds ratio measuring the association between exposure and disease, taking into account the matching factors (remember, this method will not break down even when the sample size in each stratum is as small as 4).

Recall the expression for the Mantel-Haenszel estimate of the odds ratio:

OR^MH = ∑(aidi/ni) / ∑(bici/ni)
For example, the 2x2 table for matched set type (1) would look as follows:

	
	Case
	Control
	

	Exposed
	1 (a)
	3 (b)
	4

	Not Exposed
	0 (c)
	0 (d)
	0

	
	1
	3
	4


Here aidi/ni = (1)(0)/4 = 0 and bici/ni = (3)(0)/4 = 0.
Also keep in mind that ‘A’ strata have this identical pattern (i.e. there are ‘A’ of these identical 2x2 tables).

Using this information, we can derive an expression for the Mantel-Haenszel estimate of the odds ratio:

	Pair Type
	# Pairs of type
	aidi/ni
	bici/ni

	(1)
	A
	0
	0

	(2)
	B
	1/4
	0

	(3)
	C
	2/4
	0

	(4)
	D
	3/4
	0

	(5)
	E
	0
	0

	(6)
	F
	0
	1/4

	(7)
	G
	0
	2/4

	(8)
	H
	0
	3/4

	Total
	
	B/4 + 2C/4 +3D/4
	F/4 + 2G/4 + 3H/4


OR^ = (B/4 + 2C/4 +3D/4)/(F/4 + 2G/4 + 3H/4)

Question 16.3 

Part I

	
	Day before Collision

	
	CP
	No CP

	Day of Collision
	CP
	13
	157

	
	No CP
	24
	505


OR^ = 157/24 = 6.54

P^ = 157/(157+24) = 0.87

Var^(P^) = 0.87(1- 0.87)/181 = 0.00062

95% CI for P: 0.87 + 1.96√.00062 = (0.82, 0.92)

95% CI for OR: (0.82/(1 – 0.82), 0.92/(1 – 0.92)) = (4.56, 11.50)

Because the 2 observations in each matched pair come from the same person, it is questionable whether they are statistically independent.  In analyzing these data as we have, we are assuming there is a list of unknown matching factors for each matched ‘pair’ so that cell phone use status on the day of the collision and the day before, for the same person, are independent, accounting for these unknown common factors.

Part II

	
	Day before Collision

	
	CP
	No CP

	Day of Collision
	CP
	13 (A)
	157 (B)

	
	No CP
	24 (C)
	505 (D)


The exposure of interest is not simply cell phone use, but cell phone use while driving.  Therefore, if a fraction of drivers the day before the collision were counted as ‘CP’ when they were out of their cars, this is essentially misclassification of exposure.  

If ‘CP’ individuals the day before the collision should have been classified as ‘No CP’, then the true odds ratio would be larger than the one calculated based on the misclassified information.  The misclassified odds ratio is 6.54 (157/24) as calculated above.  If a proportion of drivers classified as ‘CP’ the day before should have been classified as ‘No CP’ (equally amongst both ‘CP’s and ‘No CP’s the day of the collision) then the ‘B’ cell should truly be larger than 157 and the ‘C’ cell should truly be smaller than 24, making the true odds ratio larger than 6.54.  The true odds ratio would also be larger than 6.54 if this type of misclassification occurred only amongst ‘CP’s the day of the collision (the ‘B’ cell should be larger than 157 and the ‘C’ cell should remain the same) or misclassification occurred only amongst the ‘No CP’s the day of the collision (the ‘C’ cell should be smaller than 24 and the ‘B’ cell should remain the same).  

If cell phone calls on the day of the accident occurred after the accident but were assumed to occur before, the true odds ratio should be smaller than 6.54.  Specifically, if this type of misclassification occurred amongst both ‘CP’s and ‘No CP’s the day before the collision, then the B cell should be smaller than 157 and the ‘C’ cell should be greater than 24, making the true odds ratio (B/C) smaller than 6.54.  The true odds ratio would also be bigger than 6.54 if this misclassification only occurred amongst ‘CP’s or ‘No CP’s the day before the collision.  In the first case, the ‘C’ cell should be bigger than 24 while the ‘B’ cell should remain the same, and in the second case the ‘B’ cell should be smaller than 157 while the ‘C’ cell should be the same.

STATA

. mcci 13 157 24 505

                 | Controls               |

Cases            |   Exposed   Unexposed  |     Total

-----------------+------------------------+----------

         Exposed |        13         157  |       170

       Unexposed |        24         505  |       529

-----------------+------------------------+----------

           Total |        37         662  |       699

McNemar's chi2(1) =     97.73    Prob > chi2 = 0.0000

Exact McNemar significance probability       = 0.0000

Proportion with factor

        Cases       .2432046

        Controls    .0529328     [95% Conf. Interval]

                   ---------     --------------------

        difference  .1902718      .1538542   .2266894

        ratio       4.594595       3.29499   6.406787

        rel. diff.  .2009063      .1652999   .2365128

        odds ratio  6.541667      4.239948   10.51548   (exact)

Question 16.4 

(i)  The variable education, coded 0 = 6-7 years, 1 = 8-9 years, 2 = 10+ years, is included in the model in two ways: 1) as a main effect with coefficient estimated as –0.604  and 2) as an interaction with sex with coefficient estimated as 0.741 (p-value = 0.06).  Thus the estimated OR for stroke associated with a one unit increase in education (comparing 8-9 years to 6-7 years or comparing 10+ years to 8-9 years) is as follows:


Males:

est. OR = exp(-0.604 + 0.741) = 
1.15


Females:
est. OR = exp(-0.604) = 

0.55

There is a small amount of evidence of interaction between education level and sex associated with risk of stroke.  For women, the estimated risk of stroke almost doubles for individuals with “one unit less” education (8-9 years vs. 6-7 years or 10+ years vs. 8-9 years).  For men, there is a slight increase in risk of stroke for individuals with “one unit more” education.

 (ii) The variable previous history of acute myocardial infarction, coded 0 = no, 

1 = yes, is included in the model in two ways: 1) as a main effect with coefficient estimated as 2.999  and 2) as an interaction with sex with coefficient estimated as –1.320 (p-value = 0.047).  Thus the estimated OR for stroke associated with a previous history of acute myocardial infarction compared to no history of AMI is as follows:


Age 40-49:
est. OR = exp(2.999) = 


20.07


Age 50-59:
est. OR = exp(2.999 – 1.320) =

5.36


Age 60-69:
est. OR = exp(2.999 – 2 x 1.320) = 
1.43


Age 70-74:
est. OR = exp(2.999 – 3 x 1.320) =
0.38

There is some evidence of interaction between previous history of AMI and age associated with risk of stroke.  From the age-specific estimated OR’s, we can observe that previous history of AMI is a strong predictor of having a stroke for younger individuals but this effect disappears in older age groups.  The apparent reduction in risk for the oldest age group (70-74 years) is probably due to selective survival.

(iii)  The variable previous history of high blood pressure, coded 0 = no, 1 = yes, is included in the model in two ways: 1) as an interaction with sex with coefficient estimated as 1.507 (p-value = 0.001)  and 2) as an interaction with age with coefficient estimated as –0.408 (p-value = 0.066).  It is assumed that there is no effect of high blood pressure on females in the 40-49 age group, i.e., main effect coefficient set to zero.  (Presumably, the main effect term for history of high BP was not included because the coefficient term was very small.  It is also reasonable to include such terms when the variables in included in an interaction term, i.e., hierarchical model)  Thus the estimated OR for stroke associated with a previous history of high blood pressure compared to no history of high BP is as follows:

Males:


Age 40-49:
est. OR = exp(1.507) = 


4.51


Age 50-59:
est. OR = exp(1.507 – 0.408) =

3.00


Age 60-69:
est. OR = exp(1.507 – 2 x 0.408) = 
2.00


Age 70-74:
est. OR = exp(1.507 – 3 x 0.408) =
1.33

Females:


Age 40-49:
est. OR = exp(0.00
) = 


1.00


Age 50-59:
est. OR = exp(-0.408) =


0.66


Age 60-69:
est. OR = exp(2 x -0.408) = 

0.44


Age 70-74:
est. OR = exp(3 x -0.408) =

0.29

There is some evidence of interaction between previous history of high BP and age and sex associated with risk of stroke.  From the age/sex-specific estimated OR’s, we can observe that previous history of high BP is a strong risk factor for stroke for males but its effect diminishes as the group age increases.  For females, previous history of BP is independent of risk of stroke in the 40-49 age group but becomes increasingly protective as the group age increases.

(iv) The variable Rhesus factor, coded 0 = negative, 1 = positive, is included in the model in two ways: 1) as a main effect with coefficient estimated as –1.598  and 2) as an interaction with age with coefficient estimated as 1.385 

(p-value = 0.001).  Thus the estimated OR for stroke associated with a positive Rhesus factor compared to negative Rhesus factor is as follows:


Age 40-49:
est. OR = exp(-1.598) = 


0.20



Age 50-59:
est. OR = exp(-1.598 + 1.385) =

0.81


Age 60-69:
est. OR = exp(-1.598 + 2 x 1.385) = 
3.23


Age 70-74:
est. OR = exp(-1.598 + 3 x 1.385) =
12.90

There is strong evidence of interaction between Rhesus factor and age associated with risk of stroke.  From the age-specific estimated OR’s, we can observe that the effect of positive Rhesus factor in quite different at varying ages.  For younger individuals, having a negative Rhesus factor is strongly predictive of stroke.  For older individuals, having a positive Rhesus factor is predicitve.

(v) Since sex is a matching factor, we cannot comment on whether men are at a higher or lower risk or stroke than women.  All we can say is that the risk effects of education and high BP vary according to sex.

Since age is a matching factor, this variable is in fact included in the model (in the intercept terms that are nor estimated by conditional maximum likelihood). On the other hand, high blood pressure is not a matching factor so not including this variable does make assumptions about its effect. In particular, the model assumes that there is no effect of high blood pressure on the risk of stroke for females (Sex = 0) who are 40-49 years old (Age = 0). It is unclear whether this is reflected by the data (although one might assume that the main effect for blood pressure, which captures its role when Sex and Age are 0, was small and therefore omitted by the investigators).

Question 16.5

Creation of binary measures of induced and spontaneous abortion (any vs. none)

. gen indbin = 0

. replace indbin = 1 if induced > 0

(105 real changes made)

. gen spontbin = 0

. replace spontbin = 1 if spontaneous >0

(107 real changes made)

We first consider univariate analyses where we consider these two binary risk factors separately:

First we look at induced abortions

. clogit  case indbin, group( stratum)

Conditional (fixed-effects) logistic regression    Number of obs =  248

                                                   LR chi2(1)    = 0.09

                                                   Prob > chi2 = 0.7644

Log likelihood = -90.734452                        Pseudo R2   = 0.0005

-----------------------------------------------------------------------

  case |     Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+-------------------------------------------------------indbin |  .0897185   .2991307     0.30   0.764    -.4965669    .6760039

Now we look at spontaneous abortions

. clogit   case spontbin, group( stratum)

Conditional (fixed-effects) logistic regression   Number of obs  =  248

                                                  LR chi2(1)   =  29.86

                                                  Prob > chi2  = 0.0000

Log likelihood = -75.849742                       Pseudo R2    = 0.1645

-----------------------------------------------------------------------

 case |      Coef.     Std. Err.    z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------spontbin |  1.653873   .3340697   4.95   0.000     .9991083    2.308638

------------------------------------------------------------------------------

These separate analyses suggest no association with infertility for a history of induced abortions, but a strong association for a history of spontaneous abortions (OR = e1.653873 = 5.23). 

Now let’s look at the two risk factors together 

Model 1

. clogit case indbin spontbin, group(stratum)

Conditional (fixed-effects) logistic regression   Number of obs  =  248

                                                  LR chi2(2)    = 37.82

                                                  Prob > chi2  = 0.0000

Log likelihood = -71.867304                       Pseudo R2    = 0.2083

-----------------------------------------------------------------------

    case |     Coef.   Std. Err.     z    P>|z|    [95% Conf. Interval]

-------------+---------------------------------------------------------    indbin   |  1.092636   .4058008    2.69   0.007    .2972815    1.887991

spontbin |  2.134424   .4050196    5.27   0.000   1.3406    2.928247

Assuming model 1 (above), any history of induced abortion seems to be a significant risk factor for secondary infertility, after adjustment for any history of spontaneous abortion and the matching factors, with an odds ratio of e1.09 or 2.98 (p = .007).  Any history of spontaneous abortion is also a significant risk factor, with an adjusted odds ratio of e2.13 or 8.41 (p < .001). We thus see strong confounding of the role of induced abortions by a history of spontaneous abortions).

Let’s stop and now look at the possibility of an interaction effect:

. gen intterm= indbin* spontbin

Model 1*

. clogit  case indbin spontbin intterm, group( stratum)

Conditional (fixed-effects) logistic regression   Number of obs   =        248

                                                                         LR chi2(3)      =      40.64

                                                                         Prob > chi2     =     0.0000

Log likelihood = -70.460289                             Pseudo R2       =     0.2238

------------------------------------------------------------------------------

          case |      Coef.       Std. Err.         z     P>|z|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

        indbin |   1.662134   .5752177     2.89   0.004     .5347275    2.789539

    spontbin |    2.69029   .5758934     4.67   0.000     1.561559     3.81902

       intterm |  -1.256584   .7591273    -1.66   0.098    -2.744446     .231278

------------------------------------------------------------------------------

Although the interaction term is not statistically significant it has a sizeable effect on our interpretation and estimates. For example, the Odds Ratio associated with a history of an induced abortion is now  e1.662134 = 5.27 (for no history of spontaneous abortion) and e1.662134-1.256584 = 1.50. A similar phenomena occurs when considering a history of spontaneous abortion. In other words, while we see increased risk of infertility for either a history of induced or spontaneous abortions singly, these Odds Ratios do not combine multiplicatively when both histories are present. For some reason, the 31 women with both risk factors present appear to be at less risk than those with one risk factor present but not the other.

We now turn to consideration of slightly more refined measures of the number of spontaneous and induced abortions.
Model 2

. clogit case induced spontaneous, group(stratum)

Conditional (fixed-effects) logistic regression   Number of obs  =  248

                                                  LR chi2(2)    = 53.15

                                                  Prob > chi2  = 0.0000

Log likelihood = -64.202237                       Pseudo R2    = 0.2928

-----------------------------------------------------------------------

   case |     Coef.   Std. Err.     z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------induced |   1.409012  .3607118    3.91   0.000     .7020294    2.115994

spontaneous |1.985876  .3524428   5.63   0.000       1.2951    2.676651

Assuming model 2 (above), we see that a history of induced or spontaneous abortions are also significant risk factors for secondary infertility when modeled on an ordered scale.  Specifically, there is a four-fold increased risk (e1.409) of secondary infertility comparing women with no history of induced abortion to women with one prior abortion and comparing women with one prior abortion to those with a history of 2 or more, after adjustment for spontaneous abortion history and the matching factors.  There is a seven-fold increased risk (e1.986) of secondary infertility comparing women with no history of spontaneous abortion to women with one prior abortion of this type and comparing women with one prior abortion with a history of 2 or more spontaneous abortions, after adjustment for induced abortion history and the matching factors.

We can see from model 2, that there is a significant relationship between histories of induced and spontaneous abortion and secondary infertility when modeled on a linear scale.  To assess whether this linearity assumption is adequate, we can compare model 2 to a model that does not force the relationship between number of induced and number of spontaneous abortions and secondary infertility to be linear, using a likelihood ratio test.
. gen induced1 = 0

. replace induced1 = 1 if induced == 1

(68 real changes made)

. gen induced2 = 0

. replace induced2 = 1 if induced == 2

(37 real changes made)

. gen spont1 = 0

. replace spont1 = 1 if spontaneous ==1

(71 real changes made)

. gen spont2 = 0

. replace spont2 = 1 if spontaneous == 2 (36 real changes made)

. clogit case induced1 induced2 spont1 spont2, group(stratum)

Conditional (fixed-effects) logistic regression   Number of obs  =  248

                                                  LR chi2(4)    = 53.21

                                                  Prob > chi2  = 0.0000

Log likelihood = -64.176233                       Pseudo R2    = 0.2931

-----------------------------------------------------------------------

 case |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------induced1 | 1.38647   .4633686     2.99   0.003     .4782847    2.294656

induced2 | 2.819319   .7352521    3.83   0.000     1.378252    4.260387

  spont1 | 2.043756   .4529092    4.51   0.000      1.15607    2.931441

  spont2 | 3.935019   .7246431     5.43  0.000     2.514745    5.355294

. lrtest, saving(0)

. clogit case induced spontaneous, group(stratum)

Conditional (fixed-effects) logistic regression   Number of obs  =  248

                                                  LR chi2(2)    = 53.15

                                                  Prob > chi2  = 0.0000

Log likelihood = -64.202237                       Pseudo R2    = 0.2928

-----------------------------------------------------------------------

 case |      Coef.    Std. Err.     z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------induced | 1.409012    .3607118     3.91   0.000    .7020294    2.115994

spontaneous |1.985876 .3524428     5.63   0.000    1.2951    2.676651

-----------------------------------------------------------------------

. lrtest

likelihood-ratio test                                  LR chi2(2)  =      0.05

(Assumption: . nested in LRTEST_0)                     Prob > chi2 =    0.9743

As we can see from this likelihood ratio test, there is little evidence to suggest that the linearity assumption is inadequate (p = .97).

A similar conclusion is reached if we examine this question including interaction terms (although there is now less evidence for interaction when we use indicator variables for the induced and spontaneous abortion scales).

Question 16.6  

. gen indpar = induced*parity

. gen spontpar = spontaneous*parity 

Model 3

. clogit case induced spontaneous indpar spontpar, group(stratum)

Conditional (fixed-effects) logistic regression   Number of obs  =  248

                                                  LR chi2(4)    = 57.72

                                                  Prob > chi2  = 0.0000

Log likelihood = -61.917651                       Pseudo R2    = 0.3179

-----------------------------------------------------------------------

 case |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------induced |   1.041816   .8275468   1.26   0.208    -.5801463    2.663777

spontaneous|2.729423   .7749122   3.52   0.000     1.210623    4.248223

indpar |     .1551089  .3415776   0.45   0.650    -.5143709    .8245887

spontpar |  -.2896688  .2989257  -0.97   0.333    -.8755525    .2962149

Model 3, above, suggests no multiplicative interaction between parity (modeled on a continuous scale) and number of induced or spontaneous abortions (modeled on an ordered scale).  This is suggested by the high p-value associated with the Wald test of the hypothesis that the coefficient for the interaction term between induced abortions and parity is 0 (p = .650) and that associated with the Wald test of the hypothesis that the coefficient for the interaction term between spontaneous abortions and parity is 0 (p = .333).  However, if we remove the term with the highest p-value (indpar), we find that there does seem to be multiplicative interaction between the number of spontaneous abortions and parity, as shown below in model 4:

Model 4

. clogit case induced spontaneous spontpar, group(stratum)

Conditional (fixed-effects) logistic regression   Number of obs  =  248

                                                  LR chi2(3)   =  57.51

                                                  Prob > chi2 =  0.0000

Log likelihood = -62.024019                       Pseudo R2   =  0.3168

-----------------------------------------------------------------------

 case |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

-------------+---------------------------------------------------------

induced |    1.384989   .3693594   3.75   0.000    .6610576     2.10892

spontaneous |2.955691   .6162573   4.80   0.000    1.747848    4.163533

spontpar|    -.3945316  .1954877  -2.02   0.044   -.7776805   -.0113826

----------------------------------------------------------------------- 

Specifically, this model assumes that, after adjustment for number of prior induced abortions and the matching factors, the effect of a one unit change in the spontaneous variable (going from 0 to 1 to 2 or more previous spontaneous abortions) gets less severe with increasing parity (the coefficient for spontpar is negative).
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